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The prevalence of Mg21 ions in biology and their essential

role in nucleic acid structure and function has motivated the

development of various Mg21 ion models for use in molecular

simulations. Currently, the most widely used models in biomo-

lecular simulations represent a nonbonded metal ion as an

ion-centered point charge surrounded by a nonelectrostatic

pairwise potential that takes into account dispersion interac-

tions and exchange effects that give rise to the ion’s excluded

volume. One strategy toward developing improved models for

biomolecular simulations is to first identify a Mg21 model that

is consistent with the simulation force fields that closely repro-

duces a range of properties in aqueous solution, and then, in

a second step, balance the ion–water and ion–solute interac-

tions by tuning parameters in a pairwise fashion where neces-

sary. The present work addresses the first step in which we

compare 17 different nonbonded single-site Mg21 ion models

with respect to their ability to simultaneously reproduce struc-

tural, thermodynamic, kinetic and mass transport properties in

aqueous solution. None of the models based on a 12-6 non-

electrostatic nonbonded potential was able to reproduce the

experimental radial distribution function, solvation free energy,

exchange barrier and diffusion constant. The models based on

a 12-6-4 potential offered improvement, and one model in

particular, in conjunction with the SPC/E water model, per-

formed exceptionally well for all properties. The results

reported here establish useful benchmark calculations for

Mg21 ion models that provide insight into the origin of the

behavior in aqueous solution, and may aid in the development

of next-generation models that target specific binding sites in

biomolecules. VC 2015 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.23881

Introduction

Magnesium ions are particularly important for nucleic acid sys-

tems in stabilizing tertiary structure,[1–3] driving folding proc-

esses,[4–7] and in the case of many ribozymes, playing a direct

role in catalysis.[8–12] Due to the biological importance of diva-

lent metal ions, much work has been done, especially in the

last decade, to model these ions in molecular simula-

tions.[13–16] As with many computational models, in order to

be practical, rigor and complexity must be balanced with com-

putational cost. For simulations of biological systems, care

must be taken that the metal ion model keep pace, be bal-

anced and easily integrated with the force field and water

model that is being used to represent the rest of the system.

Currently, the most mature and commonly used biomolecu-

lar simulation force fields[17–26] are of the static charge, nonpo-

larizable form, and thus not able to explicitly account for

multipolar electrostatics or quantum many-body effects.[27–33]

Within this class of force fields, there have been two general

strategies for constructing metal ion models based on bonded

and nonbonded frameworks. Bonded metal ion models use

empirical bonding terms to enforce the correct coordination

structure, and cannot exchange their ligand environment.[34–36]

Nonbonded metal ion models,[37] on the other hand, can

exchange (at least in principle) in simulations,[38] and thus are

more general in their potential application to processes where

changes in coordination state or binding mode occur. Electro-

static interactions can be modeled in the traditional way with

the ionic charge located at the nuclear center, or using multi-

ple sites displaced from the nuclear center. The multisite mod-

els offer greater flexibility in distributing charges on the off-

center sites, and have demonstrated considerable promise for

improving coordination geometries, and selectivity of ion bind-

ing.[39–43] Nonetheless, currently the nonbonded models that

are most widely used in biomolecular simulations represent a

metal ion as an ion-centered point charge surrounded by a

nonelectrostatic pairwise potential that takes into account dis-

persion interactions and most significantly, exchange effects

that give rise to the ion’s excluded volume. The most common

form for the nonelectrostatic nonbonded pairwise potential is

the Lennard–Jones potential[44] that has repulsive and attrac-

tive terms that vary as r212 and r26, respectively, where r is

the internuclear separation. Recently, several ion models have

augmented this “12-6” potential with an additional r24 term,

giving rise to a “12-6-4” potential that provides some
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improvement.[16] Finally, another potentially useful approach

for accounting for electronic polarization in nonpolarizable

models is to scale partial charges by the inverse of the square

root of the dielectric constant of the medium.[45–47] Although

no such models exist to date for magnesium ions, parameters

for calcium [48] and monovalents like lithium [49] and potassium
[50] have been developed.

The ultimate goal of this work is to develop Mg21 ion mod-

els that provide a predictive understanding of the ion atmos-

phere around RNA that is integral to folding. The strategy that

we take here is to first identify, or develop if necessary, a

Mg21 model that is consistent with the RNA simulation force

fields that closely reproduces a range of properties in aqueous

solution. The second step, which is forthcoming, involves bal-

ancing the Mg21-water and Mg21-RNA interactions by tuning

pairwise parameters for interactions at particular sites in

RNA.[3]

In the present work, we explore the accuracy of a broad array

of nonbonded single-site Mg21 ion models in molecular simula-

tions. The main goal is to provide insight into the degree to

which these ion models are able to simultaneously reproduce

structural, thermodynamic, kinetic and mass transport proper-

ties in aqueous solution. To our knowledge, there has been no

reported study to date that examines all of the Mg21 ion prop-

erties considered here, or that compares this wide range of

Mg21 ion models together in one place with a consistent set of

benchmark quality calculations (including error bars). None of

the 17 models examined was able to exactly reproduce the

experimental radial distribution function, solvation free energy,

exchange barrier and diffusion constant, although the models

based on a 12-6-4 potential (which have an additional parame-

ter) offered improvement, and one model in particular, in con-

junction with the SPC/E water model performed exceptionally

well for all properties. The results reported here characterize the

relative strengths and weaknesses of each model, and provide

insight into the origin of their behavior that may aid in the

development of next-generation models.

Methods

All simulations have been carried out using the AMBER14 [17]

simulation package and either the SPC/E,[51] TIP3P,[52] or TIP4-

PEw [53] water models.

Pairwise potential functional forms

In what follows, electrostatic interactions involving different

ion models considered are simple Coulomb pair potentials,
qi qj

rij
,

where qi and qj are charges located on particles i and j, and rij

is the distance between the particles. As solvent is modeled

explicitly, the dielectric constant in the Coulomb expression is

unity. The only difference between the ion models is in the

functional form of the nonelectrostatic pairwise potential and

the parameters that adjust the interactions. These are

described below.

The Lennard–Jones (12-6) potential [44] for nonbonded inter-

actions is:
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where the parameters Rij and Eij are the combined radius and

well depth for the pairwise interaction and rij is the distance

between the particles. Equation (1) can be expressed equiva-

lently as:
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The standard (12-6) potential can be augmented by an addi-

tional r24 term to form a (12-6-4) potential[16] as:
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where j is a scaling parameter with units of Å22. The differ-

ence between this potential and the 12-6 potential is the addi-

tional attractive term, j Bij

r4
ij

, which falls off as r24 and mimics

the charge-induced dipole interaction.

Existing Mg21 models

Table 1 summarizes the Mg21 ion models that will be consid-

ered in this study. The Lennard–Jones (LJ) parameters for

these Mg21 models are characterized by a large radius (1.2–1.6

Å) and a very shallow well depth (0.0013–0.0266 kcal/mol),

with the exception of the Åqvist model whose r (0.7926 Å)

and E (0.8947 kcal/mol) are comparatively small and large,

respectively. The Åqvist model was originally parametrized

with the SPC water model and the constrained spherical

boundary model was used to treat the boundary as opposed

to periodic boundary conditions.[54]

The Mayaan et al., Roux, Alln�er et al., and Babu and Lim

models were all parametrized using the modified TIP3P water

model[57] (mTIP3P) which includes vdW radii on the hydrogens

and is typically used in the CHARMM molecular dynamics

package.[58] The Mayaan et al. model[55] aimed to get the cor-

rect structure and energetics of Mg21 binding to phosphates

relative to water. The Roux model (results unpublished) is the

Mg21 ion parameter set found in CHARMM and targets the

absolute solvation free energy of Mg21, as referenced in the

CHARMM parameter file for water and ions. Babu and Lim

developed parameters by matching the experimental relative

solvation free energy between Cd21 and Mg21.[14] The Alln�er

et al. model is the only parameter set which was parametrized

against the experimental Mg21- water exchange rate.

More recently, a series of water model specific Mg21 param-

eters have been developed[15,16] and incorporated into AMBER

for periodic boundary conditions using PME simulations. These

new models include both 12-6 and 12-6-4 parameter sets. The

12-6-4 models target solvation free energy, Mg21-O
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equilibrium distance and coordination number while their 12-6

counterparts typically only focus on one of these properties at

a time.

Calculation of Physical Properties

Structure

Normalized radial distribution functions (RDFs), gxyðrÞ,[59] give

the probability of two particles (x and y) interacting at a spe-

cific distance (r) in solution relative to an ideal gas. Henceforth,

we will focus on the distribution of water oxygens around the

divalent ion, and designate the RDF simply as g(r). The peaks

in the Mg21-O g(r) show the positions of the solvation shells

around the ion, and the coordination numbers for the ith sol-

vation shell are obtained by integrating g(r) as follows:

CNi54pq
ðrmin

i

rmin
i21

gðrÞr2dr; rmin
0 50 (4)

where q is the bulk particle density of the system and rmin
1 ;

rmin
2 are the locations of the first and second minima in the

RDFs, and rmin
0 is defined as zero.

Thermodynamics

Desolvation free energies for Mg21 are computed using ther-

modynamic integration (TI) in two steps for the 12-6 models—

first the charge is removed, then the vdW parameters. For the

12-6-4 models, an additional step to remove the charge-

induced dipole contribution to the energy is included before

removing charge.

For both the polarization and charge removing steps, the

free energy difference between two states that have potential

energies V0 and V1 and are linearly coupled is defined as [60]:

DGTI5

ð1

0

hdVðkÞ
dk
ikdk; VðkÞ5kV01ð12kÞV1 (5)

where k is an order parameter that goes from 0 to 1, and 0

corresponds to the initial state and 1 corresponds to the end

state. By running simulations at different k values one can

obtain the quantity hdVðkÞ
dk ik directly and the integral in eq. (5)

can be evaluated numerically.

In the final step, the Mg21 ion is decoupled from its envi-

ronment completely and the form of the so called “softcore”

potential is [61]:

Vsoftcore54 Eð12kÞ 1
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where rij is the distance between the disappearing Mg21 ion

and the rest of the system and r, which is equal to
Rij

21=6, is the

contact distance at which the potential between the Mg21 ion

and the other particles in the system vanishes.

Kinetics

Transition state (TS) theory relates the rate constant (k) and

the free energy of activation (DG
†

) as:

k5Ae2DG
†
=RT (7)

The pre-exponential factor, A, is in part a measure of the fre-

quency of oscillation for a system about its minima and, for

classical TS theory, is estimated to be equal to kBT/h. Compu-

tationally, the prefactor can be estimated from the second

derivative of the energy at the minimum (E
00
) of a potential of

mean force (PMF) profile, A5 1
2p

ffiffiffiffi
E
00

l

q
where l in the reduced

mass of Mg21-O atom pair. The exponential term is a measure

Table 1. Summary of the Mg21 models examined in this study. The parameters R, � and j are described in the text. The main properties considered in

the parametrization include: RMg21-O (first solvation shell Mg21-O distance), RDF (radial distribution function), CN (coordination number), DGsolv (solvation

free energy), DE (interaction energy) and k1 (first shell water exchange rate).

Model R (Å) � (cal/mol) j (Å22) Water model Properties[a]

Åqvist [54] 0.7926 894.70000 — SPC DGsolv, RDF

Mayaan et al. [55] 1.4647 14.00000 — mTIP3P[b] structure, DE[c]

Roux[d] 1.1850 15.00000 — mTIP3P DGsolv

Alln�er et al. [56] 1.5545 2.95000 — mTIP3P k1

Babu and Lim [14] 1.3636 26.60000 — mTIP3P DGsolv; RMg21-O,CN

Li et al. (DGsolv Set) [15] 1.2080 1.26172 — TIP4PEw

1.2840 3.95662 — TIP3P DGsolv

1.2880 4.17787 — SPC/E

Li et al. (RMg21-O Set) [15] 1.3950 14.91700 — TIP4PEw

1.3950 14.91700 — TIP3P RMg21-O

1.3950 14.91700 — SPC/E

Li et al. (CN Set) [15] 1.3530 9.41798 — TIP4PEw

1.3600 10.20237 — TIP3P relative DGsolv and CN

1.3600 10.20237 — SPC/E

Li and Merz 12-6-4 [16] 1.4360 22.36885 1.362 TIP4PEw

1.4370 22.57962 1.046 TIP3P DGsolv; RMg21-O,CN

1.4290 20.93385 0.987 SPC/E

[a] Main properties considered in parametrization. [b] Includes vdW radii on hydrogens. [c] For Mg21 binding phosphates relative to water. [d] Unpub-

lished results.
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of the probability that these oscillations have of crossing the

barrier corresponding to an energy of DG
†

.

We have applied transition state theory to estimate water

exchange rates for the Mg21 ion models from free energy pro-

files generated with umbrella sampling simulations along the

Mg21-O distance as a water exchange coordinate.

We employed the vFEP[62,63] method to calculate the free

energy profiles from the simulation data and Jacobian correc-

tions were applied. vFEP uses the maximum likelihood princi-

ple to determine a robust variational estimate for the free

energy profile that is a global analytic function. vFEP does not

require a high degree of overlap between umbrella windows

and has been shown in many cases to have advantages over

other methods such as MBAR[64] and WHAM.[65]

Translational diffusion

The diffusion coefficient (D) is related to the mean squared

displacement (MSD) through the Einstein relation[66]:

D5 lim
s!1

1

6s
hjrðt1sÞ2rðtÞj2i (8)

where t is the simulation time used in the average, s is the

time lag, D is the diffusion coefficient and r is the position vec-

tor of the diffusing particle.

It has been previously shown that diffusion coefficients

determined from simulations for water, metal ions, LJ liquids,

and polymer chains are influenced by finite size effects under

periodic boundary conditions.[67–71] A linear relationship

between the inverse length of the simulation box and the

computed diffusion coefficient can be used to extrapolate the

diffusion coefficient (Do) in the infinite dilution limit:

Do5DPBC1
2:837297kBT

6phL
(9)

where Do represents the diffusion coefficient at infinite dilu-

tion. DPBC is the calculated diffusion coefficient for each box

size, kB is Boltzmann’s constant, T is the temperature in K and

g is the solvent viscosity. Do can be calculated from the y-inter-

cept of the DPBC versus 1=L plot, and the viscosity, g, can be

determined from the corresponding slope. We will investigate

the box size dependence of the diffusion coefficient for the

SPC/E, TIP3P and TIP4PEw water models and all 17 Mg21 mod-

els using four box sizes.

Simulation Protocols

All simulations were carried out using the AMBER14 [17] molec-

ular dynamics package. A 9 Å cutoff was applied to non-

bonded interactions and the Particle Mesh Ewald (PME) [72]

method was employed for the treatment of long range elec-

trostatic interactions. Four box sizes were used in this study

(541, 1029, 2311, 4395 total molecules), with box lengths of

about 25, 31, 41, 51 Å, respectively. The equations of motion

were integrated with a 1 fs time step and the target system

temperature was set to 298 K. All covalent bonds involving

hydrogen atoms were constrained with the SHAKE

algorithm.[73]

Solvation free energies and exchange barriers were com-

puted from NPT simulations while radial distribution functions

and diffusion coefficients were obtained from NVT and NVT/

NVE simulations, respectively. For the NPT simulations, the

Berendsen barostat [74] was used to keep the pressure con-

stant at 1 atm with a pressure relaxation time of 1 ps and the

temperature was maintained by using the Langevin [75] ther-

mostat with a collision frequency of 1 ps21. For the NVT simu-

lations, the Berendsen thermostat was used instead with a

coupling constant of 1 ps (unless otherwise noted in the text).

For both NVT and NVE diffusion simulations, a more conserva-

tive SHAKE tolerance of 1027 Å was enforced (compared to

the default SHAKE tolerance in AMBER of 1025 Å).

Ab initio calculations

A high level quantum mechanical (QM) binding energy scan of

the Mg21-oxygen distance of a Mg21 ion and one water mole-

cule (with rigid TIP3P water geometry) was conducted at the

counterpoise corrected MP2 level of theory along with the 6–

3111G(d,p) basis set using the Gaussian 09 software pack-

age.[76] Rigid gas phase binding energy scans for all the Mg21

models, paired with their respective water model, were also

performed in AMBER. For all scans, a 0.1 Å ion–oxygen separa-

tion distance interval was used.

Radial distribution functions from simulation

Mg21-O radial distribution functions were calculated using

data from 5.0 ns NVT simulations and with the g(r) GUI plugin

in VMD[77] with a bin spacing of 0.05 Å. RDFs were then fur-

ther refined by fitting a cubic spline to the data points.

Thermodynamic integration simulations

A total of three independent thermodynamic integration simu-

lations[78] were performed for each set of Mg21 parameters

and average desolvation free energies and standard deviations

were obtained. k values ranged from 0 to 1 and were evenly

spaced at 0.1 intervals for all steps. All k windows were equili-

brated for 100 ps with the isothermal-isobaric ensemble, fol-

lowed by 1 ns NPT production which was used for analysis.

Umbrella sampling simulations

Umbrella sampling simulations for determination of water

exchange barriers were started from a 1 ns NPT equilibrated

system of Mg21 and water, where the reaction coordinate was

chosen as the distance between the Mg21 ion and an inner

sphere water oxygen. Stepwise equilibration for 20 ps was

conducted for each umbrella window followed by 10 ns NPT

production, of which the last 8 ns was ultimately used for

analysis. Umbrella windows were positioned at 0.1 Å intervals

from 1.8 to 6.0 Å. In addition, for the 12-6 potential models,

whose PMF profiles were characterized by narrower peaks,

windows were added around the transition state (0.05 Å inter-

vals) to enhance sampling.
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Diffusion simulations

Ideally, diffusion coefficients should be computed from con-

stant energy simulations which follow classical Newtownian

dynamics. One technical drawback of NVE simulations, how-

ever, is that the average temperature of the simulation may

not always be the desired target temperature (Supporting

Information Fig. S3). Further, depending on the integration

time step, integration algorithm and specific software imple-

mentation, NVE simulations may be prone to total energy drift

over long time scales, which can affect values of dynamical

properties.[79–81] A recent study[82] has shown that for NVT sim-

ulations velocity randomizing thermostats, such as Langevin[75]

and Andersen,[83] significantly dampen the dynamics of the

system when a small coupling constant is used while velocity

rescaling thermostats such as Berendsen[74] and Nos�e-Hoo-

ver[84–86] closely reproduce constant energy simulation results.

It should also be noted that use of the Berendsen thermostat

does not properly sample the Maxwell–Boltzmann distribution

of kinetic energies.[87] Details on how different thermostats,

thermostat coupling schemes and ensembles affect water and

Mg21 diffusion results can be found in Supporting Informa-

tion. The computed diffusion coefficients (Supporting Informa-

tion Table S3) and temperature distributions (Supporting

Information Fig. S2) for simulations in the NVE ensemble are

very close to the NVT results, thus, we chose to run our diffu-

sion simulations using the NVT ensemble.

All simulations were equilibrated for 1 ns in the NPT ensem-

ble at which point the box size was fixed to the average vol-

ume obtained from the second half of the equilibration. Next,

5 ns of NVT equilibration was conducted followed by 21 ns of

NVT production, the last 20 ns of which was used for analysis.

The length of our diffusion simulations is 20 times longer than

typical studies for Mg21 diffusion in the literature.[68,88]

Final box size dependent diffusion coefficients (DPBC) were

obtained in the following manner: (1) Each simulation is split

into 20 1 ns segments (2) MSDðsÞ vs s plots are generated for

each of the 20 1 ns segments where MSDðsÞ is averaged over

all molecules at 1 ps time lag intervals out to s 5 100 ps 3)

DPBC values are computed using the slope of the <MSD > vs

s plot in the interval 20 � s � 80 ps and subsequently aver-

aged to yield the reported DPBC values and standard devia-

tions. For the Mg21 models, 20 separate simulations of a

single Mg21 ion in aqueous solution were performed for each

box size and included in the calculation of DPBC.

Diffusion coefficients at infinite dilution, and corresponding

errors, were determined as the y-intercept of the size depend-

ent data through linear regression by generating 1,000 data

sets randomly extracted from the normal distribution of the

box dependent values and obtaining the corresponding aver-

ages and standard deviations. The computed self-diffusion

coefficients of Mg21 at infinite dilution (Dsim
o ) were further

scaled by a factor
Dw

o

~D
w

o

, where Dw
o and ~D

w

o are the experimental

and calculated water diffusion coefficients (Supporting Infor-

mation Table S4), in order to correct for diffusion errors in the

water models and make a more meaningful comparison with

experiment.

Results and Discussion

We present the results of a series of MD simulations compar-

ing structural, thermodynamic, kinetic and mass transport

properties of Mg21 ion models commonly used in biomolecu-

lar simulations. For each property, the Mg21 models are

grouped by their respective water models (SPC/E, TIP3P, TIP4-

PEw), with the exception of the Åqvist model which was origi-

nally parametrized in SPC water but is included with the SPC/E

Mg21 models in our study. It should also be noted that for all

the ion models in the TIP3P water model group, the standard

TIP3P water model available in AMBER is utilized for the calcu-

lations herein regardless of whether the ion model was origi-

nally parametrized with the mTIP3P water model (vdW radii on

hydrogens) instead (Table 1). Supporting Information Tables

S6–S9 suggest that there is a negligible water model-

dependent effect between mTIP3P and TIP3P on the ion

model properties studied here.

Reference gas-phase Mg21-water binding energy scans

The gas phase energetics of a Mg21 ion with a single water

molecule are of limited direct relevance to properties in aque-

ous solution. Nonetheless, analysis of the gas phase energy

profiles yields simple properties such as zero energy (contact)

distances, minimum energy distances and adiabatic binding

energies that are correlated to certain bulk properties and

help to facilitate later discussion. Rigid gas phase binding

energy scans were obtained for Mg21-water dimers at 0.1 Å

ion–oxygen separation distances in AMBER (Fig. 1).

In addition, a high level quantum mechanical (QM) binding

energy scan (with rigid TIP3P water geometry) was conducted.

Key features of the gas-phase Mg21-water interaction energy

scans are listed in Table 2.

The quantum mechanical reference value for the minimum

energy of a Mg21-water dimer (279.2 kcal/mol) is generally

more negative than the corresponding Mg21 model-water

model values with one exception, the TIP4PEw Li et al. DGsolv

model. At the same time, the minimum energy distance from

the ab initio calculation (1.94 Å) is significantly larger than that

obtained for the Li et al. DGsolv parameter set which has a sim-

ilar minimum energy. These differences arise primarily from

limitations in the static charge force fields which don’t explic-

itly include polarization effects, and therefore do not respond

sufficiently to the highly polarizing environment of a coordi-

nated Mg21 ion.

Comparison of the Åqvist and Roux models, which are the

default models in AMBER and CHARMM, respectively, indicates

that the adiabatic binding energies at 271.1 and 270.8 kcal/

mol and minimum energy distances at 1.89 and 1.85 Å are

very similar. The strongest interaction energy within each

water model category, however, belongs to the Li et al. DGsolv

parameter sets which were parametrized against the experi-

mental solvation free energy of Mg21. These three models

also have the smallest Mg21-O minimum energy distances.

Further, going from SPC/E and TIP3P to TIP4PEw, the gas

phase binding energy becomes stronger by about 7 kcal/mol.
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When comparing the 12-6-4 models, we see that the minimum

energy ranges between 266.5 kcal/mol (SPC/E) to about 265

kcal/mol (TIP3P/TIP4PEw), which for all water models, is less

than the corresponding Li et al. DGsolv parameter sets. Contact

distances (r) are also correlated with minimum energy distan-

ces; the larger R, the larger r.

A general correlation is observed between the binding

energy in the gas phase and the solvation free energy of the

12-6 models (see Thermodynamics: Solvation free energy val-

ues section). A linear correlation also exists between the mini-

mum energies distances from the adiabatic scans and the

locations of the first solvation shell peaks in the RDFs (see

Structure: Mg21-water oxygen radial distribution functions

section).

Structure: Mg21-water oxygen radial distribution functions

Various X-ray diffraction,[89–93] NMR,[94,95] and IR and Raman

spectroscopic [96] studies have shown that Mg21 ions are hexa-

coordinated by water ligands in an octahedral geometry in

aqueous solution. A first shell Mg21-O distance of 2.09 6 0.04

Å, which is averaged over all available diffraction data col-

lected in a comprehensive review by Marcus,[97] and a second

shell range of 4.1–4.2 Å, also based on accumulated diffraction

experiments in a review by Ohtaki and Radnai,[98] will be used

as the reference values for all model comparisons.

The Mg21-O RDFs are illustrated for the 17 Mg21 models in

Figure 2 and key properties are listed in Table 3. The RDFs

illustrate the characteristically narrow first shell distribution

and the wide, extended distribution of the second solvation

shell. For all models, the second solvation shell peaks are very

similar in shape and location. The main differences between

the RDFs can be found in the first solvation shell, where the

positions of the peaks are shifted relative to each other. For

the TIP4PEw Mg21 models, the shapes of the first peak in the

RDF vary as well. The maximum g(r) in the first solvation

shell is between 20–25 for all models except for the TIP4PEw

Li et al. DGsolv model, which has a maximum g(r) closer to 15

(Table 3).

Table 3 summarizes the positions of the first and second sol-

vation shell maxima and minima distances and the average

coordination numbers for these shells. For the first solvation

shell, peak distances range from 1.89 to 2.11 Å among the

models while for the second solvation shell peak distances

range from 4.09 to 4.37 Å. A general trend observed is that

the closer the first solvation shell is to Mg21, the closer is the

Table 2. Key features of rigid Mg21-water interaction energy scans:

“contact distance” (r), minimum energy distance (R), and binding energy

(�)

Mg21 Model Water Model r (Å) R (Å) � (kcal/mol)

MP2/6–3111G(d,p)[a] — 1.45 1.94 279.2

Åqvist SPC/E 1.58 1.89 271.1

Li et al. DGsolv SPC/E 1.51 1.82 274.9

Li et al. RMg21-O SPC/E 1.67 2.01 262.6

Li et al. CN SPC/E 1.62 1.94 266.1

Li and Merz 12-6-4 SPC/E 1.70 2.02 266.5

Mayaan et al. TIP3P 1.70 2.05 258.7

Roux TIP3P 1.54 1.85 270.8

Alln�er et al. TIP3P 1.63 1.96 263.1

Babu and Lim TIP3P 1.69 2.03 259.6

Li et al. DGsolv TIP3P 1.50 1.80 273.7

Li et al. RMg21-O TIP3P 1.67 2.00 261.2

Li et al. CN TIP3P 1.62 1.94 264.7

Li and Merz 12-6-4 TIP3P 1.70 2.03 265.0

Li et al. DGsolv TIP4PEw 1.39 1.68 281.1

Li et al. RMg21-O TIP4PEw 1.68 2.02 258.5

Li et al. CN TIP4PEw 1.62 1.95 262.4

Li and Merz 12-6-4 TIP4PEw 1.71 2.03 265.1

Note: Although an ab initio MP2 value is listed in the table for compari-

son, it is not meant to reflect a meaningful accuracy benchmark, and is

not necessarily relevant to the solution properties that are the focus in

this work. Nonetheless, as will be seen in later discussion, often the

trends in different solution properties are simply related to trends of

these simple indexes derived from the Mg21-water interaction curves,

and therefore are useful to aid in the interpretation of the simulation

results. [a] Reference QM binding energy scan was based on a rigid

TIP3P water geometry and included counterpoise corrections.

Figure 1. Total binding energy (DEb) of Mg21 with a single water molecule in the gas phase versus ion–oxygen separation distance (RMg21-O) for the Mg21

models and their respective water models.
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second shell. The Li et al. DGsolv parameters have the tightest

first solvation shells within their water model groups and do

not fall within experimental error. In fact, the only models that

do match this property within experimental error are those

which have been parametrized against it. That is, the Mayaan

et al., Babu and Lim, and all the Li et al. RMg21-O models from

Figure 2. Normalized radial distribution functions for Mg21 models grouped by water model. Top: SPC/E, Middle: TIP3P, Bottom: TIP4PEw. Gray vertical lines

at 2.09 6 0.04 Å and 4.1–4.2 Å represent the ranges of experimental equilibrium Mg21-O distances for the first and second solvation shells, respectively.

Table 3. Summary of structural properties obtained from Mg21-water pair distribution functions. The first (i 5 1) and second (i 5 2) solvation shell peak

maximum and minimum positions (rmax
i ; rmin

i ), their probabilities [gðrmax
i Þ;gðrmin

i Þ] and coordination numbers (CNi) are compared, along with available

experimental data. Distances are in units of Å.

Model Water Model rmax
1 gðrmax

1 Þ rmin
1 gðrmin

1 Þ CN1 rmax
2 gðrmax

2 Þ rmin
2 gðrmin

2 Þ CN2

Åqvist SPC/E 1.99 24.9 2.49 0.0 6.0 4.18 2.5 4.93 0.7 13.6

Li et al. DGsolv SPC/E 1.95 22.9 2.44 0.0 6.0 4.14 2.5 4.85 0.7 13.1

Li et al. RMg21-O SPC/E 2.08 22.9 2.59 0.0 6.0 4.26 2.3 4.96 0.7 13.7

Li et al. CN SPC/E 2.03 23.8 2.39 0.0 6.0 4.24 2.3 4.9 0.7 13.3

Li and Merz 12-6-4 SPC/E 2.08 26.0 2.48 0.0 6.0 4.22 2.3 4.99 0.8 14.3

Mayaan et al. TIP3P 2.11 22.8 2.58 0.0 6.0 4.37 2.0 5.28 0.8 16.3

Roux TIP3P 1.97 24.5 2.44 0.0 6.0 4.16 2.3 4.97 0.7 14.0

Alln�er et al. TIP3P 2.04 23.5 2.53 0.0 6.0 4.29 2.1 5.32 0.7 16.8

Babu and Lim TIP3P 2.09 23.1 2.54 0.0 6.0 4.33 2.1 5.32 0.7 16.6

Li et al. DGsolv TIP3P 1.94 23.8 2.49 0.0 6.0 4.22 2.3 4.99 0.7 14.2

Li et al. RMg21-O TIP3P 2.07 23.9 2.49 0.0 6.0 4.28 2.1 5.11 0.7 14.9

Li et al. CN TIP3P 2.03 24.5 2.49 0.0 6.0 4.25 2.2 5.25 0.7 16.1

Li and Merz 12-6-4 TIP3P 2.08 26.4 2.44 0.0 6.0 4.32 2.1 5.18 0.8 16.3

Li et al. DGsolv TIP4PEw 1.89 17.5 2.60 0.0 6.0 4.09 2.5 4.83 0.6 12.9

Li et al. RMg21-O TIP4PEw 2.09 22.3 2.54 0.0 6.0 4.31 2.2 5.03 0.7 13.8

Li et al. CN TIP4PEw 2.04 23.1 2.53 0.0 6.0 4.27 2.3 5.01 0.7 13.8

Li and Merz 12-6-4 TIP4PEw 2.08 26.2 2.49 0.0 6.0 4.26 2.2 4.98 0.8 14.3

Experiment 2.09 6 0.04 [97] 6.0 [98] 4.1–4.2 [98] 12.0 [98]
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the 12-6 model category along with all the 12-6-4 models. The

coordination numbers for the first and second solvation shells,

CN1 and CN2, were also calculated. The CN1 value is found to

be 6 for all models and agrees with the experimental first

coordination number. The calculated CN2 values, on the other

hand, are more variable, ranging from about 13–17. These val-

ues are consistently larger than the experimental value of 12.

The TIP3P Mg21 models tend to have the largest CN2 values

compared with both the SPC/E and TIP4PEw Mg21 models.

Thermodynamics: Solvation free energy values

Experimentally, the standard hydration free energies of ions

are typically measured relative to H1. Therefore, the absolute

hydration free energy of H1 is required to estimate the abso-

lute hydration free energy of Mg21, which can vary according

to different sources. One approach, that of Marcus, uses pro-

ton hydration free energies from the National Bureau of Stand-

ards compilation and has been heavily used as a reference in

Mg21 model development.[14–16,56] Thus, in the present study,

the reference standard solvation free energy of Mg21 (2437.4

kcal/mol) follows Marcus’s approach where DG
�

solv H1 5 21056

kJ/mol.[99]

Figure 3a summarizes absolute solvation free energies com-

puted for the Mg21 models tested in this study. When com-

puting the solvation free energy using both the SPC/E and the

SPC water models for the Åqvist parameter set we see a differ-

ence of more than 20 kcal/mol compared to the published

value of 2455.5 kcal/mol.[54] This is an extreme example of

how differences in simulation protocol can affect calculated

solvation free energies. Li et al. have recently also tried to

reproduce the solvation free energy using the Åqvist parame-

ters and see the same discrepancy.[15] See Supporting Informa-

tion Table S1 for more information on comparison of

computed solvation free energies with published values.

As for the rest of the models, all those that targeted proper-

ties other than absolute solvation free energy, including phos-

phate binding (Mayaan et al.), equilibrium Mg21-O distance or

coordination number (Li et al. models), water exchange barrier

(Alln�er et al.), and relative solvation free energy (Babu and

Lim) grossly underestimate the experimental solvation free

energy of 2437.4 kcal/mol[99] by about 25 (SPC/E Li et al. CN

set) to 55 (TIP4PEw Li et al. RMg21-O set) kcal/mol. This is a con-

sequence of the static charge force field which uses prepolar-

ized waters with increased permanent dipole moments

compared to the gas phase (1.855 D); however, this degree of

implicit polarization is optimized for a bulk water environment,

rather than in the inner sphere of a divalent ion.

Figure 3b illustrates the behavior of fixed charge Mg21

models in terms of their inability to reproduce both structural

and thermodynamic experimental observables and highlights

the importance of including polarization effects to this regard.

The computed solvation free energies are correlated with the

inverse first shell Mg21-O distances; the closer a given parame-

ter gets to the experimental Mg21-O distance, the more under

solvated it becomes. TIP4PEw Mg21 models are more under-

solvated than SPC/E and TIP3P models at the same Mg21-O

distances. The models which include the induced dipole inter-

action (i.e., the 12-6-4 models),[16] on the other hand, come

very close to reproducing both the experimental hydration

free energy and equilibrium Mg21-O distance with our simula-

tion protocol. It should be noted that free energy simulations

with nonpolarizable point charge models, in some cases, may

reproduce experimental solvation free energies as a result of a

cancellation of errors (e.g., lack of electronic polarization coun-

terbalanced by incorrect bare solute charges).[45]

Kinetics: Mg21-water exchange rates

Water exchange rates for diamagnetic metal ions can in princi-

ple be directly obtained from 17O NMR relaxation experiments.

For Mg21, however, whose first shell waters exchange rela-

tively fast (>104 s21), a 17O NMR bound water resonance is

not visible on the NMR spectrum unless addition of either a

paramagnetic chemical shift agent or a paramagnetic relaxa-

tion agent is employed. There have been two such stud-

ies[100,101] which have obtained water exchange rates for

Mg21, 5.3 6 0.3 3 105 s21 and 6.7 6 0.2 3 105 s21, the latter

of which is used as the reference for this study because the

Figure 3. a) Summary of solvation free energies collected for the Mg21 mod-

els compared with experiment (dashed red line) and b) their correlation with

inverse equilibrium Mg21-oxygen distances, both grouped by water model.

Depicted error bars are on the order of 0.1 kcal/mol. [Color figure can be

viewed in the online issue, which is available at wileyonlinelibrary.com.]
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experiment was carried out in 0.18 mol/kg salt concentration

versus a 3.52 mol/kg salt concentration in the former study.

To date, there has been relatively little consideration of

exchange rates in the development of Mg21 ion models.[98]

On the time scales accessible to conventional molecular simu-

lations, the Mg21-water exchange rates are not easily observed

directly. Consequently, an alternative method to determine the

exchange rate is to compute the free energy profile along an

exchange coordinate and use transition state theory to esti-

mate the rate. We have obtained free energy barriers and rates

for water exchange in the first solvation shell from potential of

mean force profiles (Fig. 4). These free energy profiles show a

spread in barrier heights, barrier peak shapes and transition

state locations across water model groups (Table 4).

The position of the transition state (R
†

) is correlated with

the RMg21-O distance for the 12-6 models; the smaller RMg21-O,

the larger R
†

. The 12-6-4 models have R
†

values around 2.65 Å.

About half the models yield barriers that are too high com-

pared with experiment, while the other half yield barriers that

are either close to experiment or too low. Interestingly, the

models with the highest barrier heights in the SPC/E and

TIP3P groups are the Åqvist and Roux models with barriers of

13.9 and 12.9 kcal/mol, respectively. This corresponds to rates

that are three and two orders of magnitude lower than the

experimental value of 6.7 3 105 s21.[101] Alln�er et al. also com-

puted the barrier to exchange for the Roux model with

mTIP3P waters and obtained 12.7 6 0.2 kcal/mol. For the Alln�er

et al. model itself, however, we calculate a barrier of 10.9 6 0.1

which is 1 kcal/mol higher than the previously published

value[98] using a slightly different simulation protocol. Among

the Li et al. models there is also a clear trend across water

models - the barriers of the DGsolv, RMg21-O and CN sets

decrease from SPC/E to TIP3P to TIP4PEw. With the 12-6-4

models, it is interesting to see that although enhanced implicit

polarization effects are included in the models and their ther-

modynamic and structural properties match well with experi-

ment, they do not all have good kinetic behavior. The TIP3P

and TIP4PEw 12-6-4 models overestimate the rate of exchange

by an order of magnitude. The SPC/E 12-6-4 model, conversely,

is the only one that is within error of the experimental logðk1Þ,
and performs best with this property compared with the other

16 models in our study even though it was not parametrized

to get this property correct. It is also important to note that

the Alln�er et al. model, which was originally fitted to the

experimental exchange rate, is the only other model that we

observe to have kinetics on the same order of magnitude as

in experiment.

Mass transport properties: Mg21 diffusion coefficients and

viscosities

To our knowledge, the only experimental translational diffu-

sion coefficient at infinite dilution available for Mg21 (as

obtained from tracer diffusion experiments of 28Mg in MgCl2
solutions) is 0.706 3 1025 cm2/s[102] and this value will be

used as a reference to compare with computed diffusion coef-

ficients. The experimental viscosity of water,[103] 8.903 3 1024

kgm21s21, will also be compared with our calculated solvent

viscosities.

Despite its importance as a fundamental bulk transport

property, diffusion coefficients are often neglected in the para-

metrization of Mg21 ion models. Accurate calculation of the

diffusion coefficient at infinite dilution requires consideration

of the size of the simulation cell, as well as consideration of

systematic errors in the diffusion of modeled water molecules.

Figure 5 illustrates the dependence of the calculated diffusion

coefficients on the box size for four Mg21-water systems con-

sisting of 1 Mg21 ion and either 540, 1028, 2310, or 4394

water molecules.

In order to directly compare Mg21 diffusion coefficients

(Dsim
o ) with experiment in the dilute limit using different water

models, they must be rescaled (Do) to correct for systematic

errors in the diffusion coefficients of the water models them-

selves (see discussion in Methods section). Table 5 lists the

Figure 4. Potential of mean force between Mg21 and water oxygen grouped by water model and obtained from the last 2 ns of umbrella sampling data.

The horizontal solid line at 9.5 kcal/mol represents the reference DG
†

that corresponds to the experimental water exchange rate of 6.7 3 105 s21 with the

pre-exponential factor estimated as kBT/h. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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scaled values of the simulated diffusion coefficients, viscosities

and hydrodynamic radii at infinite dilution that will be referred

to for the remainder of this discussion (Supporting Information

Table S5 lists the corresponding unscaled values for reference).

Overall, the calculated values for the scaled infinite dilution

diffusion coefficients ranged between 0.723 and 0.813 3

1025cm2/s, slightly higher than the experimental value of

0.706 3 1025cm2/s. No obvious trend is evident from the dif-

fusion results (Table 5), although it should be pointed out that

the standard deviations for individual diffusion coefficient val-

ues are fairly large relative to the differences between average

values making any conclusion about average trends likely not

statistically significant. Individual diffusion coefficients for the

SPC/E Mg21 models are most similar while the TIP4PEw Mg21

models show the most variation for a given box size. Although

none of the Mg21 SPC/E models were originally parametrized

to match translation diffusion, their computed scaled Do values

are all within error of the experimental translational diffusion

coefficient. The same can be said for two of the TIP4PEw

Mg21 models, the Li et al. DGsolv and CN sets. All the TIP3P

Mg21 models, on the other hand, have scaled diffusion coeffi-

cients that are slightly too high (e.g., beyond the simulated

standard deviations).

Solvent viscosities can be extracted from the slopes of the

(scaled) DPBC versus 1=L plot as previously discussed and these

are summarized in Table 5. The Roux model, which has the

largest scaled diffusion coefficient, has the smallest scaled sol-

vent viscosity among all the models, 7.64 3 1024 kgm21s21.

The SPC/E Li et al. CN model is on the other end of the spec-

trum with the smallest scaled diffusion coefficient and largest

scaled solvent viscosity of 9.81 3 1024 kgm21s21. It is also

interesting to note that although the SPC/E Li et al. CN model

Table 4. Summary of data extracted from free energy profiles for inner-sphere water exchange: R†: transition state distance (Å), A: pre-exponential factor

(fs21), DG†: activation free energy (kcal/mol), k1
†: first solvation shell water exchange rate (s21). Standard deviations come from four consecutive 2 ns

segments of data.

Model Water model R† A DG† log(k1) k1

Åqvist SPC/E 2.88 6 0.01 0.015 13.9 6 0.1 3.0 6 0.1 9.5 3 102

Li et al. DGsolv SPC/E 2.98 6 0.01 0.013 12.7 6 0.3 3.8 6 0.4 6.4 3 103

Li et al. RMg21-O SPC/E 2.76 6 0.01 0.014 10.9 6 0.3 5.2 6 0.4 1.5 3 105

Li et al. CN SPC/E 2.84 6 0.01 0.014 12.4 6 0.1 4.1 6 0.1 1.1 3 104

Li and Merz 12-6-4 SPC/E 2.66 6 0.02 0.017 10.2 6 0.3 5.7 6 0.4 5.5 3 105

Mayaan et al. TIP3P 2.72 6 0.01 0.015 7.8 6 0.1 7.5 6 0.1 2.9 3 107

Roux TIP3P 2.89 6 0.00 0.014 12.9 6 0.1 3.7 6 0.1 4.8 3 103

Alln�er et al. TIP3P 2.75 6 0.01 0.015 10.9 6 0.1 5.2 6 0.1 1.5 3 105

Babu and Lim TIP3P 2.69 6 0.02 0.015 8.2 6 0.1 7.2 6 0.1 1.5 3 107

Li et al. DGsolv TIP3P 2.95 6 0.01 0.012 12.6 6 0.2 3.9 6 0.3 7.2 3 103

Li et al. RMg21-O TIP3P 2.70 6 0.00 0.015 9.6 6 0.1 6.1 6 0.1 1.3 3 106

Li et al. CN TIP3P 2.78 6 0.00 0.015 11.6 6 0.1 4.7 6 0.1 4.5 3 104

Li and Merz 12-6-4 TIP3P 2.68 6 0.00 0.017 7.5 6 0.2 7.7 6 0.3 5.2 3 107

Li et al. DGsolv TIP4PEw 3.10 6 0.01 0.010 8.7 6 0.1 6.6 6 0.1 4.2 3 106

Li et al. RMg21-O TIP4PEw 2.73 6 0.01 0.015 9.4 6 0.2 6.3 6 0.3 1.9 3 106

Li et al. CN TIP4PEw 2.84 6 0.01 0.014 11.5 6 0.1 4.7 6 0.1 5.1 3 104

Li and Merz 12-6-4 TIP4PEw 2.63 6 0.00 0.016 8.4 6 0.2 7.1 6 0.3 1.1 3 107

Experiment[101] 5.8 6.7 6 0.2 3 105

Figure 5. Dependence of calculated diffusion coefficients for Mg21 models (DPBC) scaled by the ratio of experimental and computed water diffusion coeffi-

cients (
Dw

o

~D
w

o

) to correct for diffusion errors in the water models. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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has the scaled diffusion coefficient that matches experiment

best, the corresponding scaled solvent viscosity is too high

compared to the experimental value.

By applying the Stokes–Einstein relation[65] we can also esti-

mate the effective hydrodynamic radius of the Mg21 ion mod-

els using our computed (scaled) Do values and solvent

viscosities:

D5
kBT

6phr
(10)

where kB is the Boltzmann constant, T is the temperature in K,

g is the solvent viscosity and r is the radius of a spherical parti-

cle. Comparing the simulated values from Table 5 gives effec-

tive hydrodynamic radii in the ranges of 3.07–3.24, 3.02–3.50,

and 3.36–3.50 Å for SPC/E, TIP3P and TIP4PEw, respectively.

Conclusion

The importance of Mg21 ions for biomolecular structure,

dynamics and function has been a driving force for the devel-

opment of Mg21 models in recent years.

In an effort to better understand the strengths and weak-

nesses of an existing set of 17 different Mg21 ion models, we

evaluated their ability to simultaneously reproduce structural,

thermodynamic, kinetic and mass transport properties in aque-

ous solution. These represent a balanced set of solution prop-

erties that serve as a useful departure point from which

robust models for molecular dynamics simulations of biological

processes can be developed by tuning pairwise interaction

parameters.

Certain bulk properties such as the first shell Mg21-O distan-

ces and solvation free energies were observed to be correlated

to the minimum energy distances and adiabatic binding ener-

gies from gas phase binding energy scans. Most of the models

considered either overestimate or underestimate the inner

shell water exchange barrier by several kcal/mol. On the other

hand, mass transport properties were observed to be some-

what insensitive to the models. The simple 12-6 models were

shown to have considerable limitations regardless of the water

model used or the specific LJ parameters. These models were

not able to simultaneously reproduce both structural and ther-

modynamic properties with reasonable accuracy. The 12-6-4

models, on the other hand, offer respectable improvement,

particularly with respect to matching both the radial distribu-

tion function and solvation free energy. One model in particu-

lar, the SPC/E 12-6-4 model of Li et al., performs extremely

well across all properties (within statistical confidence) despite

only being originally parametrized to match structure and

thermodynamics.

This detailed analysis of the solution properties predicted by

several Mg21 models used in molecular simulations provides a

baseline from which to gauge progress and direct future

effort. In progressing toward improved force field models for

simulations of biomolecules, and in particular RNA, under dif-

ferent ionic conditions, it is important to properly balance the

ion–water, ion–ion, and ion–biomolecule interactions. This

underscores the importance of testing the models with

respect to binding to protein, DNA and RNA systems, and

comparing simulation results against quantitative measure-

ments such as specific binding constants and exchange rates,

and results from ion counting experiments (including ion

competition).
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Mayaan et al. TIP3P 0.779 6 0.052 9.18 6 0.11 3.05

Roux TIP3P 0.817 6 0.049 7.64 6 0.11 3.50

Alln�er et al. TIP3P 0.802 6 0.068 8.24 6 0.27 3.30

Babu and Lim TIP3P 0.798 6 0.057 8.79 6 0.28 3.11

Li et al. DGsolv TIP3P 0.790 6 0.065 8.32 6 0.10 3.32

Li et al. RMg21-O TIP3P 0.771 6 0.057 9.38 6 0.10 3.02

Li et al. CN TIP3P 0.783 6 0.059 9.09 6 0.29 3.07

Li and Merz 12-6-4 TIP3P 0.813 6 0.059 8.59 6 0.41 3.13

Li et al. DGsolv TIP4PEw 0.744 6 0.051 8.70 6 0.21 3.37

Li et al. RMg21-O TIP4PEw 0.779 6 0.061 7.97 6 0.18 3.52

Li et al. CN TIP4PEw 0.740 6 0.050 8.77 6 0.10 3.36

Li and Merz 12-6-4 TIP4PEw 0.801 6 0.052 8.01 6 0.22 3.40

Experiment 0.706[102] 8.903[103]
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